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A Brief Tutorial
on Interval Type-2 Fuzzy Sets and Systems

Dongrui Wu

Abstract

This tutorial illustrates the basic ideas of interval type-2 (IT2) fuzzy sets and systems, and provides a Matlab
implementation of IT2 fuzzy logic system (FLS). One obstacle in learning IT2 fuzzy logic is its complex notations.
In this tutorial we try to avoid these notations and give the reader some intuitive understanding of IT2 FLSs. We
also briefly discuss approaches for reducing the computational cost of IT2 FLSs and the fundamental differences
between IT2 and type-1 FLSs.

I. TYPE-1 Fuzzy SETS (T1 FSS)

Type-1 fuzzy set (T1 FS) theory was first introduced by Zadeh [69] in 1965 and has been successfully applied
in many areas, including modeling and control [5], [48], [67], data mining [22], [40], [66], time-series prediction
[28], [30], [45], etc.

An example of a T1 FS, X, is shown in Fig. 1(a). When only integer numbers are considered in the x domain,
the T1 FS can be represented as {0/2,0.5/3,1/4,1/5,0.67/6,0.33/7,0/8}, where 0/2 means that number 2 has
a membership degree of 0 in the T1 FS X, 0.5/3 means number 3 has a membership degree of 0.5 in the T1 FS
X, etc. In contrast, for a crisp set, the membership degree of each element in it can be either O or 1; there is no

value (e.g., 0.5) in between.

0123456738

(a) (b)

Fig. 1. Examples of a T1 FS (a) and an IT2 FS (b).

The membership function (MF), ux(x), of a T1 FS can either be chosen based on the user’s opinion (hence, the
MFs from two individuals could be quite different depending upon their experiences, perspectives, cultures, etc.),

or, it can be designed using optimization procedures [23], [25], [47].
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II. INTERVAL TYPE-2 Fuzzy SETS (IT2 FSs)

Despite having a name which carries the connotation of uncertainty, research has shown that there are limitations
in the ability of T1 FSs to model and minimize the effect of uncertainties [20], [21], [34], [62]. This is because a
T1 FS is certain in the sense that its membership grades are crisp values. Recently, type-2 FSs [70], characterized
by MFs that are themselves fuzzy, have been attracting interests. Interval type-2 (IT2) FSs' [34], a special case of
type-2 FSs, are currently the most widely used for their reduced computational cost.

An example of an IT2 FS, X, is shown in Fig. 1(b). Observe that unlike a T1 FS, whose membership for each
x is a number, the membership of an IT2 FS is an interval. For example, the membership of number 3 is [0.25, 1],
and the membership of number 5 is [0.75, 1]. Observe also that an IT2 FS is bounded from the above and below by
two T1 FSs, X and X, which are called upper MF (UMF) and lower MF (LMF), respectively. The area between
X and X is the footprint of uncertainty (FOU).

IT2 FSs are particularly useful when it is difficult to determine the exact MF, or in modeling the diverse opinions
from different individuals. The MFs can be constructed from surveys [31], [37], [56] or using optimization algorithms
[62], [63].

III. INTERVAL TYPE-2 Fuzzy LoGIc SYSTEM (IT2 FLS)

Fig. 2 shows the schematic diagram of an IT2 FLS. It is similar to its T1 counterpart, the major difference being
that at least one of the FSs in the rule base is an IT2 FS. Hence, the outputs of the inference engine are IT2 FSs,

and a type-reducer is needed to convert them into a T1 FS before defuzzification can be carried out.

—» Fuzzifier | | Rulebase Defuzzifier =
Crisp TLFS rsp
inputs ¢ T output
Inference
——> . — Type-reducer
IT2 FSs Engine | 12 Fss

Fig. 2. An IT2 FLS.

In practice the computations in an IT2 FLS can be significantly simplified. Consider the rulebase of an IT2 FLS
consisting of N rules assuming the following form:

R" IFz;is X and --- and z7 is X7, THEN yis Y" n=1,2,.,N

where )A(:” (i=1,...,1I) are IT2 FSs, and Y™ = [y",7"] is an interval, which can be understood as the centroid
[26], [34] of a consequent IT2 FS?, or the simplest TSK model, for its simplicity. In many applications we use
y" =79", i.e., each rule consequent is a crisp number.

Assume the input vector is X’ = (2, @}, ..., 2;). Typical computations in an IT2 FLS involve the following steps:

1) Compute the membership of 2} on each X', [uxr (x}), pgn (7)), i = 1,2,..., 1, n =1,2,...,N.

2) Compute the firing interval of the n'" rule, F™(x'): 1

PP () = [y (2) % - x ey (@), g (@) % - x pr @) = [ T m=1,.0N (1)

'IT2 FSs have also been called interval-valued fuzzy sets in the literature [8], [9], [17], [43], [44]. They can also be mapped into
intuitionistic fuzzy sets [1]-[3]. Deschrijver and Kerre [13] have a comprehensive study on the relationships some extensions of T1 FSs,
including interval-valued FSs, intuitionistic FSs, interval-valued intuitionistic FSs [1], and L-FSs [16].

The rule consequents can be IT2 FSs; however, when the popular center-of-sets type-reduction method [34] is used, these consequent
IT2 FSs are replaced by their centroids in the computation; so, it is more convenient to represent the rule consequents as intervals directly.



Note that the minimum, instead of the product, can be used in (1).

3) Perform type-reduction to combine F"(x’) and the corresponding rule consequents. There are many such

methods. The most commonly used one is the center-of-sets type-reducer® [34]:

N
Zl fry"
Yos )= | S—— =l ] 2)
SR I
n=1
It has been shown that [34], [37], [55]:
R _
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where the switch points L and R are determined by
yh <y <yt &)
y" <y <yt 6)
and {y"} and {y"} have been sorted in ascending order, respectively.
y; and y, can be computed using the Karnik-Mendel (KM) algorithms [34] as follows:
KM Algorithm for Computing ;:
a) Sort v, (n = 1,2,...,N) in increasing order and call the sorted y" by the same name, but now

y' < QQ <o < QN . Match the weights F"(x’) with their respective y" and renumber them so that

their index corresponds to the renumbered y".
b) Initialize f™ by setting

n —-n
+
fn:% TL:172,...,N
and then compute
_ Zg:l y
St I7

¢) Find switch point £ (1 < k£ < N — 1) such that

Y Y
d) Set
=9
f'on>k
and compute
N n fn
I Zn:lg f
na

e) Check if 3/ = y. If yes, stop and set y; = y and L = k. If no, go to Step 6.

(7

®)

€))

(10)

(In

3 Another popular type-reducer is the centroid type-reduction method [34], which combines all the rule-output IT2 FSs by their union and

then finds its centroid as the type-reduced set. Note that this method requires the rule consequents to be IT2 FSs instead of intervals.



f) Set y =y and go to Step 3.
KM Algorithm for Computing v, :

a) Sort y" (n = 1,2,...,N) in increasing order and call the sorted y" by the same name, but now
7' <72 < --- < 7V. Match the weights F™(x’) with their respective 7" and renumber them so that
their index corresponds to the renumbered 7".

b) Initialize f™ by setting

n _|__"
R (12)
and then compute
N 7 £n
Zn:l fn
¢) Find switch point k£ (1 < £ < N — 1) such that
y' <y <y (14)
d) Set
" n<k
= { in (15)
f, n>k
and compute
I ZnNzl ynfn
= - (16)
Zn:l fn

e) Check if 3y = y. If yes, stop and set y,. = y and R = k. If no, go to Step 6.

f) Set y =4 and go to Step 3.
The main idea of the KM algorithm is to find the switch points for y; and y,.. Take y; for example. y; is
the minimum of Y,s(x’). Since y" increases from the left to the right along the horizontal axis of Fig. 3(a),
we should choose a large weight (upper membership grade) for y™ on the left and a small weight (lower
membership grade) for y™ on the right. The KM algorithm finds the switch point L. For n < L, the upper
membership grades are used to calculate y;; for n > L, the lower membership grades are used. This will

ensure g; be the minimum.

_ 7 _
B f2 . o fN
{:1 * . /‘\/.\T
o 1 I
? J—}z yR )—}N

(a) Computing y;: switch from the upper firing level to (b) Computing y,.: switch from the lower firing level to
the lower firing level. the upper firing level.

Fig. 3. TIllustration of the switch points in computing y; and y,.. The switch points can be found by the five algorithms introduced in [57].

4) Compute the defuzzified output as:

Ui + Yr (17)



A. Example of an IT2 FLS

In this section, the mathematical operations in an IT2 FLS are illustrated using an example. Consider an IT2

FLS that has two inputs (x; and z2) and one output (y). Each input domain consists of two IT2 FSs, shown as the

shaded areas in Fig. 4.

X, A A

)?“ X, )?22\‘ X,
yﬁ% < > X
Xy ?\)_(2]
0 | A5
-1.5 -1 -05-03 0 1 15 -15 -1 05 0 0.6 1
(a) Input MFs of z;. (b) Input MFs of x».
Fig. 4. MFs of the IT2 FLS.
The rulebase has the following four rules:
R': IF zy is X1; and 29 is Xo1, THEN y is Y.
R?: IF zy is 5511 and xo is )222, THEN vy is Y2,
R%: IF z1 is X12 and 2 is Xo1, THEN y is Y°.
RY: 1F a2y is 5512 and xo is )222, THEN y is Y.

The complete rulebase and the corresponding consequents are given in Table 1.

TABLE 1

RULEBASE AND CONSEQUENTS OF THE IT2 FLS.

%2 X X2
Xn Y=y, 7' = [-1,-0.9] y? [y2 7% = [-0.6, —0.4]
X V3= [y, 7°] = [0.4,0.6] =[y", 7" =[0.9,1]

Consider an input vector X' =

The firing intervals of the four rules are:

(21, 25) =

(1), ix,, (1)) =
(1), i, (#1)] =
(22), i, (w2)] =
(22), i, ()] =

[
[
[
[

0.4, 0.9]
0.1, 0.6]
0, 0.45]
0.55, 1]

1.5

(—0.3,0.6). The firing intervals of the four IT2 FSs are:

(18)
19)
(20)
2y



Rule No.: Firing Interval — Consequent
RU: [T =lnx, (@) - px,, (5h) ix,, (00) - i, (a5)] = [t 91 = [-1,-0.9]
=[0.4 x 0,0.9 x 0.45] = [0, 0.405]
_2 —
R . 2] = [ux,, (@) - px,, (05), pg, (21) - i, (25)) = [y°,7%] = [-0.6,-0.4]
=[0.4 x 0.55,0.9 x 1] = [0.22, 0.9]
_3 J—
R*: (£ ] = [ux,, () - px,, (@), g, (21) - b, (29)] = [y 9°] = [0.4,0.6]
=[0.1 x 0,0.6 x 0.45] = [0, 0.27]
_4 —
Rt: [N )= lnx,, (@) px,, (2h) g (01) - i, (23)]) = [y 7Y = 0.9,1]

= [
= [0.1 x 0.55,0.6 x 1] = [0.055, 0.6]

From the KM algorithms, we find that L = 1 and R = 3. So,

—1
B f gl +i2£2+i3£3+i4£4

y = —
F+r2+r+0
~0.405 x (—1) +0.22 x (—0.6) + 0 x 0.4 + 0.055 x 0.9
N 0.405 4+ 0.22 + 0 + 0.055
= —0.7169
_ _ _ —4_
. ilyl +i2y2+i3y3+f y4

PP+ P+T
0% (-0.9)4+0.22x (-0.4) +0x 0.6 +0.6 x 1
N 0+022+0+0.6

= 0.6244

Finally, the crisp output of the IT2 FLS, v, is:

oy ty  —0.7169 + 0.6244

= = —0.0463.
5 5 0.0463

B. Matlab Implementation

A Matlab function, IT2FLS.m, is provided for computing the output of an IT2 FLS given its rulebase and
inputs. It uses the most efficient algorithm in [57] to compute y; and y,. For details, please refer to the ex-
planations in [72FLS.m. The above example is implemented in example.m. Note that each IT2 FS is repre-
sented by a 9-point vector (pq,...,p9) as shown in Fig. 5. So, the IT2 FS X1 in Fig. 4(a) is represented as
(-1.5,—1.5,—.5,1.5,—1.5,—1.5,—1.5,.5,1), and X5 is represented as (—1.5,.5,1.5,1.5,—.5,1.5,1.5,1.5, 1).

> X

Fig. 5. The 9-point representation of an IT2 FS.


http://www-scf.usc.edu/~dongruiw/files/IT2FLS.m
http://www-scf.usc.edu/~dongruiw/files/example.m

C. Approaches for Reducing the Computational Cost of IT2 FLSs

Many reported results have shown that I'T2 FLSs are better able to handle uncertainties than their T1 counterparts
[10], [21], [34], [62], [63]; however, the high computational cost of the iterative KM algorithms in type-reduction
may hinder them from certain real-time applications. There have been many different approaches for reducing the
computational cost of IT2 FLSs. [52] presents a comprehensive overview and comparison of them. These approaches
can be grouped into three categories:

1) Enhancements to the KM type-reduction algorithms [15], [33], [55], [57], [68], which improve directly over the
original KM algorithms to speed them up. [57] gives an overview and comparison of four such enhancements.
It shows that the enhanced iterative algorithm with stop condition (EIASC), proposed in [57], is the fastest.
It also gives the Matlab implementation of the EIASC.

2) Alternative type-reduction algorithms [4], [12], [14], [18], [19], [38], [42], [60], [65]. Unlike the iterative KM
algorithms, these alternative type-reduction algorithms have closed-form representations. They are usually
fast approximations of the KM algorithms. [54] gives an overview and comparison of nine alternative type-
reduction algorithms.

3) Simplified IT2 FLCs [58], [63], in which the architecture of an IT2 FLC is simplified by using only a small
number of IT2 FSs for the most critical input regions and T1 FSs for the rest.

Note that Category 1 and Category 2 are mutually exclusive, i.e., a method in Category 1 cannot be combined
with a method in Category 2 for further computational cost savings; however, the method in Category 3 can be
combined with a method in Category 1 or Category 2 for faster speed.

Because these is no comprehensive comparison on the performances of the KM algorithms based type-reduction
approaches and the alternative type-reduction approaches (this is an interesting open problem), our recommendation
[52] is to start from the full IT2 FLC using the EIASC algorithms [57], because most studies so far use the KM
algorithms based type-reducer. If the rulebase is large, then it may also be worthwhile to use the simplified structure
to further save some computational cost [58], [63]. If even more computational cost saving is desired, then alternative
type-reduction algorithms like the Wu-Tan [60] or Nie-Tan [38] or Greenfield-Chiclana-Coupland-John [19] method
may be considered because they are the only alternative type-reduction algorithms that are consistently faster than
the EIASC algorithms.

D. Fundamental Differences between IT2 and Tl FLCs

A challenging question is: What are the fundamental differences between IT2 and T1 FLSs? Once the fundamental
differences are clear, we can better understand the advantages of IT2 FLSs and hence better make use of them.
In the literature there has been considerable effort on answering this challenging and fundamental question. Some

important arguments are [53]:

1) An IT2 FS can better model intra-personal* and inter-personal® uncertainties, which are intrinsic to natural
language, because the membership grade of an IT2 FS is an interval instead of a crisp number in a T1 FS.
Mendel [35] also showed that IT2 FS is a scientifically correct model for modeling linguistic uncertainties,

whereas T1 FS is not.

*According to Mendel [35], intra-personal uncertainty describes “the uncertainty a person has about the word.” It is also explicitly pointed
out by psychologists Wallsten and Budescu [46] as “except in very special cases, all representations are vague to some degree in the minds
of the originators and in the minds of the receivers,” and they suggest to model it by a T1 FS.

3 According to Mendel [35], inter-personal uncertainty describes “the uncertainty that a group of people have about the word,” i.e., “words
mean different things to different people.” It is also explicitly pointed out by psychologists Wallsten and Budescu [46] as “different individuals
use diverse expressions to describe identical situations and understand the same phrases differently when hearing or reading them.”



2) Using IT2 FSs to represent the FLS inputs and outputs will result in the reduction of the rulebase when
compared to using T1 FSs [21], [34], as the ability of the FOU to represent more uncertainties enables one
to cover the input/output domains with fewer FSs. This makes it easier to construct the rulebase using expert
knowledge and also increases robustness [59], [62], [63].

3) An IT2 fuzzy logic controller (FLC) can give a smoother control surface than its T1 counterpart, especially
in the region around the steady state (i.e., when both the error and the change of error approach 0) [24],
[59], [62], [63]. Wu and Tan [64] showed that when the baseline T1 FLC implements a linear PI control law
and the IT2 FSs of an IT2 FLC are obtained from symmetrical perturbations of the T1 FSs, the resulting
IT2 FLC implements a variable gain PI controller around the steady state. These gains are smaller than the
PI gains of the baseline T1 FLC, which result in a smoother control surface around the steady state. The PI
gains of the IT2 FLC also change with the inputs, which cannot be achieved by the baseline T1 FLC.

4) IT2 FLCs are more adaptive and they can realize more complex input-output relationships which cannot be
achieved by T1 FLCs. Karnik and Mendel [27] pointed out that an IT2 fuzzy logic system can be thought of
as a collection of many different embedded T1 fuzzy logic systems. Wu and Tan [61] proposed a systematic
method to identify the equivalent generalized T1 FSs that can be used to replace the FOU. They showed that
the equivalent generalized T1 FSs are significantly different from traditional T1 FSs, and there are different
equivalent generalized T1 FSs for different inputs. Du and Ying [14], and Nie and Tan [39], also showed
that a symmetrical T2 fuzzy-PI (or the corresponding PD) controller, obtained from a baseline T1 PI FLC,
partitions the input domain into many small regions, and in each region it is equivalent to a nonlinear PI
controller with variable gains. The control law of the IT2 FLC in each small region is much more complex
than that of the baseline T1 FLC, and hence it can realize more complex input-output relationship that cannot
be achieved by a T1 FLC using the same rulebase.

5) IT2 FLCs have a novelty that does not exist in traditional T1 FLCs. Wu [50] showed that in an IT2 FLC
different membership grades from the same IT2 FS can be used in different rules, whereas for traditional T1
FLC the same membership grade from the same T1 FS is always used in different rules. This again implies
that an IT2 FLC is more complex than a T1 FLC and it cannot be implemented by a T1 FLC using the same
rulebase.

More recently, Wu [53] explains two fundamental differences between IT2 and T1 FLCs: 1) Adaptiveness,
meaning that the embedded T1 fuzzy sets used to compute the bounds of the type-reduced interval change as input
changes; and, 2) Novelty, meaning that the upper and lower membership functions of the same IT2 fuzzy set may be
used simultaneously in computing each bound of the type-reduced interval. T1 FLCs do not have these properties;
thus, a T1 FLC cannot implement the complex control surface of an IT2 FLC given the same rulebase. Wu [53] also
presents several methods for visualizing and analyzing the effects of these two fundamental differences, including
the control surface, the P-map [51], the equivalent generalized T1 fuzzy sets [61], and the equivalent PI gains [64].
Finally, Wu [53] also examines five alternative type-reducers for IT2 FLCs and explain why they do not capture
the fundamentals of IT2 FLCs.
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APPENDIX A
SOME FORMAL DEFINITIONS FOR T1 AND IT2 FSs

Definition 1: A type-1 fuzzy set X is comprised of a domain Dx of real numbers (also called the universe of

discourse of X) together with a membership function MF) p, : Dx — [0,1], i.e.,

X= [ pl@)fa (22)
Dx
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Here [ denotes the collection of all points x € Dy with associated membership grade . (z). B
Definition 2: [34], [36] An IT2 FS X is characterized by its MF p ¢ (x,u), ie.,

;z:/ / i (@0 (@, u)

z€Dx ueJ,C[0,1]

[ ]

z€Dx ueJ,C[0,1]

= / / L/u / z (23)

z€Dx  |ueJ,C[0,1]

where x, called the primary variable, has domain Dg; u € [0,1], called the secondary variable, has domain
Jr €[0,1] at each x € D; J, is also called the support of the secondary MF, and is defined below in (25); and,
the amplitude of i ¢ (x,u), called a secondary grade of X, equals 1 for Yz € Dy and Vu € J, C[0,1]. B

For general type-2 FSs [34] pu 5 (x,u) can be any number in [0, 1], and it varies as = and/or u vary. An example
of an IT2 FS is shown in Fig. 6.

0 x' FOU(X’)‘

Fig. 6. An interval type-2 fuzzy set.

Definition 3: Uncertainty about X is conveyed by the union of all its primary memberships, which is called the
footprint of uncertainty (FOU) of X (see Fig. 6), i.e.,

FOUX)= ] JLo={@uw:uec, C01]}. N (24)
VzeDx

The size of an FOU is directly related to the uncertainty that is conveyed by an IT2 FS. So, an FOU with more
area is more uncertain than one with less area.

Definition 4: The upper membership function (UMF) and lower membership function (LMF) of X are two T1
MFs X and X that bound the FOU (see Fig. 6).

Note that the primary membership J, is an interval, i.e.,

Using (25), FOU(X) can also be expressed as

FOUX)= | [pe(@),pe(@)] (26)

VzeD g
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